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Abstract 

Identification and size characterization of surface pockets and occluded cavities are initial steps in protein structure- 
based ligand design. A new program, CAST, for automatically locating and measuring protein pockets and cavities, is 
based on precise computational geometry methods, including alpha shape and discrete flow theory. CAST identifies and 
measures pockets and pocket mouth openings, as well as cavities. The program specifies the atoms lining pockets, 
pocket openings, and buried cavities; the volume and area of pockets and cavities; and the area and circumference of 
mouth openings. CAST analysis of over 100 proteins has been carried out; proteins examined include a set of SI 
monomeric enzyme-ligand structures, several elastase-inhibitor complexes, the FKS06 binding protein, 30 HIV-I 
protease-inhibitor complexes, and a number of small and large protein inhibitors. Medium-sized globular proteins 
typically have 10-20 pockets/cavities. Most often, binding sites are pockets with 1-2 mouth openings; much less 
frequently they are cavities. Ligand binding pockets vary widely in size, most within the range 102-10' A3. Statistical 
analysis reveals that the number of pockets and cavities is correlated with protein size, but there is no correlation 
between the size of the protein and the size of binding sites. Most frequently, the largest pocket/cavity is the active site, 
but there are a number of instructive exceptions. Ligand volume and binding site volume are somewhat correlated when 
binding site volume is 5700 A', but the ligand seldom occupies the entire site. Auxiliary pockets near the active site 
have been suggested as additional binding surface for designed ligands (Mattos  C  et al., 1994, Nat Struct B i d  I : S S - S 8 ) .  
Analysis of elastase-inhibitor complexes suggests that CAST can identify ancillary pockets suitable for recruitment in 
ligand design strategies. Analysis of the FKS06 binding protein, and of compounds developed in SAR by NMR (Shuker 
SB et al., 1996, Science 274:1531-1534), indicates that CAST pocket computation may provide a priori identification 
of target proteins for linked-fragment design. CAST analysis of 30 HIV-1 protease-inhibitor complexes shows that the 
flexible active site pocket can vary over a range of 853-1,566 A', and that there are two pockets near or adjoining the 
active site that may be recruited for ligand design. 

Keywords: alpha shape; delaunay triangulation; docking; molecular interactions; molecular recognition; protein 
binding site; protein ligand design; protein pockets and cavities; protein structure analysis; SAR by NMR 

The complex shapes of protein surfaces are sculpted by numerous 
concavities and protrusions, which offer unique microenviron- 
ments for ligand binding and catalysis. In addition to pockets, 
internal cavities are often observed. Biologically functional ligands 
usually employ only one or a few pockets/cavities, those at the 
active site. A new program, CAST, has been developed for locating 
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pockets and cavities in protein crystal structures and quantifying 
their size. The method is a computational geometry treatment of 
complex shapes, based on alpha shape and discrete flow theory, 
and a related suite of programs, of Edelsbrunner and colleagues 
(Edelsbrunner & Mucke, 1994; Edelsbrunner et al., 1995, 1996; 
Facello, 1995). CAST makes new extensions to current alpha- 
shape software, and provides a full description of protein pockets 
and cavities, including volume, surface area, protein atoms that 
line the concavity, and features of pocket mouth(s) including iden- 
tification of mouth atoms as well as measurement of mouth area 
and circumference. 

The computational methods employed by CAST, analysis of 
more than 100 protein structures, and web access to CAST are 
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reported here. Statistical studies of total pockets and cavities, and 
of pockets and cavities known to be ligand binding sites, were 
carried out. Also, protein-ligand complexes of elastase, FK506 
binding protein, and HIV-I protease were examined in detail. Re- 
sults indicate that CAST will be useful in important aspects of drug 
design. for example, ( I )  identification and measurement of the 
most probable active sites in a ligand-free enzyme or receptor 
structure, (2) identification and measurement of “unoccupied” space 
in the active site, and in nearby concavities, for incorporation into 
drug design strategies. 

Methods 

The alpha-shape and discrete-flow methods (Edelsbrunner & Mucke, 
1994; Edelsbrunner, 1995; Edelsbrunner et al., 1995, 1996) are 
applied to protein binding site analysis with a significant new 
feature, the measurement of pocket size. A new program, CAST, 
( I )  identifies the atoms forming pockets, (2) computes volume and 
area of pockets, ( 3 )  identifies atoms forming “rims” of the pocket 
mouth(s), (4) computes the number of mouth openings for each 
pocket, (5) computes the area and circumference of mouth open- 
ings, and (6) locates cavities and measures their size. Steps I ,  3,4, 
and 6 employ previously reported methods (Edelsbrunner  et al., 
1995, 1996; Liang et al., 1998b); steps 2 and 5 are newly devel- 
oped. Mathematical and technical details are described in refer- 
ences cited above. An introduction to alpha shape theory can be 
found on the web  site http://alpha.ncsa.uiuc.edu/alpha. Here, we 
give a brief, qualitative explanation of the basic concepts used in 
CAST. Technical words are italicized when first mentioned. 

A highly simplified model of a two-dimensional molecule formed 
by atom disks of uniform radius is shown in Figure IA. If  nails are 
figuratively hammered into the plane at each atom center, and a 
rubber band is stretched around the entire collection of nails, the 
band encloses a convex hull of the molecule, containing all atom 
centers within. The convex hull of the disk centers in Figure I A is 
the shape enclosed by the outer boundary of the polygon in Fig- 
ure IB (shaded area). It can be triangulated, i.e., tessellated with 
triangles so that there is neither a missing piece, nor overlap, of the 
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A B C 
Fig. 1. Illustration of concepts in  alpha  shape  theory. A: A two-dimensional 
molecule consisting of disks of uniform  radii. The dashed lines show the 
Voronoi  diagram of the molecule. Arrows  indicate 2 of the IO Voronoi 
edges that  are completely outside the molecule. B: The convex hull of the 
atom centers in  Figure IA (all shaded  area)  with  Delaunay  triangulation 
(triangles defined by  dark lines). C: The alpha  shape of the molecule in 
Figure IA. The alpha shape. or dual complex, consists of the light-shaded 
triangles. the dark line segments, and  the atom centers. There  are IO shaded 
line segments corresponding to the IO Voronoi edges that  are completely 
outside the molecule. Any triangle  with one or more  shaded edges is an 
“empty triangle.” A void formed by three empty triangles  can be seen at  the 
bottom  center. It encloses a molecular cavity. 

triangles. Triangulation of a convex hull is shown in Figure IB. 
where triangles tile all of the shaded convex hull area. This par- 
ticular triangulation, called the Delaunay triangulution, is espe- 
cially useful because it  is mathematically equivalent to another 
geometric construct, the Voronoi diagram (all dashed lines in 
Fig. IA). 

The Voronoi diagram is formed by the collection of Voronoi 
cells. For the hypothetical molecule in Figure IA, Voronoi cells 
include the convex polygons bounded all around by dashed lines, 
as well as the polygons with edges defined by dashed lines. but 
extending to infinity. Each cell contains one atom, and those ex- 
tending to infinity contain boundary atoms of the convex hull. A 
Voronoi cell consists of the space around one atom so that the 
distance of every spatial point in the cell to its atom is less than or 
equal to the distance to any other atom of the molecule. The 
Voronoi diagram has many applications in chemistry and biology 
(Finney, 1975; Richards, 1977; David & David, 1982; Gellatly & 
Finney, 1982; Richards, 1985; Procacci & Scateni, 1992; Gerstein 
et al., 1995). The Delaunay triangulation can be  mapped directly 
from the Voronoi diagram. Across every Voronoi edge separating 
two neighboring Voronoi cells, a line segment connecting the cor- 
responding two atom centers is placed. For every Voronoi vertex 
where three Voronoi cells intersect, a triangle whose vertices are 
the three atom centers is placed. In this way, the full Delaunay 
triangulation is obtained by mapping from the Voronoi diagram. 
That is, both the Delaunay triangulation and the Voronoi diagram 
contain equivalent information. 

To obtain the alpha shape, or dual complex, the mapping pro- 
cess is repeated, except that the Voronoi edges and vertices com- 
pletely outside the molecule are omitted (two such edges are 
indicated by arrows in Fig. 1 A). Figure IC shows the dual complex 
for the two-dimensional molecule in Figure IA.  The omitted edges 
of the Delaunay triangulation are the dotted edges in Figure IC; a 
triangle with one or more dotted edges is designated an “empty” 
triangle (although not all empty triangles have dotted edges).  The 
dual complex and the Delaunay triangulation are two key con- 
structs that are rich in geometric information; from them the area 
and volume of the molecule, and of the interior inaccessible cav- 
ities, is measured. As an example, a void at the bottom center in the 
dual complex (Fig. IC) is easily identified as a collection of empty 
triangles (three in this case) for which the enclosing polygon has 
solid edges. There is a one-to-one correspondence between such a 
void in the dual complex, and  an inaccessible cavity in the mol- 
ecule. The actual size of the molecular cavity is obtained by sub- 
tracting from the sum of the areas of the triangles, the fractions of 
the atom disks contained within the triangle. Details for computing 
cavity area and volume are in Edelsbrunner et al. (1995) and Liang 
et a!. (1998b). 

For identifying and measuring pockets, the discrete-flow method 
is employed. For the two-dimensional model, discrete flow is de- 
fined only for empty triangles, that is, those Delaunay triangles 
that are not part of the dual complex. An obtuse empty triangle 
“flows” to its neighboring triangle, whereas an acute empty trian- 
gle is a sink that collects flow from neighboring empty triangles. 
Figure 2A shows a pocket formed by five empty Delaunay trian- 
gles. Obtuse triangles I ,  4, and 5 flow to the sink, triangle 2. 
Triangle 3 is also obtuse; it flows to triangle 4, and continues to 
flow to triangle 2.  All flows are stored, and empty triangles are 
later merged when they share dotted edges (dual, non-complex 
edges). Ultimately, the pocket is delineated as a collection of empty 
triangles. The actual size of the molecular pocket is computed by 
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Fig. 2. Illustration of discrete flow for two-dimensional pockets. A: Dis- 
crete flow  of a pocket. Obtuse empty triangles ( I ,  3. 4. and 5 )  flow to the 
acute triangle (2). Collectively, they  form a pocket of the dual complex. 
which can he mapped to the molecular pocket. R: A depression for which 
obtuse triangles sequentially flow to  the outside (to infinity). Depressions 
of this  type  are  not identified as pockets in this  paper. 

subtracting the fractions of atom disks contained within each empty 
triangle. The two-dimensional mouth is the dotted edge on the 
boundary of the pocket (upper edge of triangle I ,  in this case). The 
size of the mouth of the pocket is the length of the outside bound- 
ary edge of triangle I ,  minus the two radii of the atoms connected 
by the edge.  The type of surface depression not identified as  a 
pocket is illustrated in Figure 2B:  it is one formed by five obtuse 
triangles that flow sequentially from 1 to 5 to the outside, or 
infinity. 

All the features of the two-dimensional description have more 
complex three-dimensional counterparts. The convex hull in  three 
dimensions is a convex polytope instead of a polygon, and its 
Delaunay triangulation is a tessellation of the polytope with three- 
dimensional  tetrahedra. When atoms  have  different radii, the 
weighted Delaunav triangulation is required, and the correspond- 
ing weighted Voronoi cells  are  also different (Edelsbrunner, 1995: 
Liang et al., 1998a). Figures 3A and 3B  show the pockets and 
cavities of staphylococcal nuclease (Isnc) identified by CAST. The 
empty Delaunay tetrahedra, the three-dimensional counterparts of 
empty triangles in Figure 2C, are visualized in Figure 3A. The 
tetrahedra represent negative images of pockets and cavities, and 
the wire frame represents the alpha shape of the molecule. Fig- 
ure 3A contains precise information for  size calculation; purple 
surfaces are pocket mouths open to bulk solvent, while gold 
surfaces  line the interior of the pocket or cavity. Pockets/ 
cavities in Figure 3B correspond to the empty tetrahedra in Fig- 
ure 3A. Atoms lining the pockets and cavities  are shown as 
spheres, each pocket/cavity in a different color. Among the pro- 
teins surveyed, staphylococcal nuclease has the least number ( 1  1) 
of cavities and pockets: all are displayed in Figure 3B. A binding- 
site pocket or cavity is defined as any pocket or cavity in which 
at least one atom is in contact with ligand. CAST identifies one 
large pocket (green) in the staphylococcal nuclease active site; 
mouth rim atoms are  darker green. Note that mouth area is not 
the surface area of mouth rim atoms: rather it is the area of the 
mouth opening (computed from the purple Delaunay triangles in 
Fig. 3A, by subtracting the fractions of the triangles occupied by 
rim atoms). 

In the current implementation of CAST, if two neighboring empty 
tetrahedra share a common triangle, then they belong to the same 
pocket. If two empty tetrahedra do not share an interfacial triangle, 
but share  a common edge, then they belong to different pockets, if 

each flows to a different sink. An example is Figure X ,  which 
shows the active site of porin composed of three pockets. In the 
computation of CAST parameters, each atom shared by two pock- 
ets is cut by a bisector plane, and the shared edge lies in the 
bisector plane. Each half belongs to a different neighboring pocket, 
and should be colored accordingly. However, current software does 
not accommodate a user-defined bisector plane as a color divider 
within a single atom. 

CAST computation of pockets and cavities involves no human 
interactions. The only parameters required are the atomic van der 
Waals radii, and the radius of the probe sphere (usually 1.4 8, to 
approximate water). The probe sphere is used only to define mo- 
lecular surface. All water molecules are first removed. The ana- 
lytical area of each atom of the molecule, before and after removal 
of the ligand, is computed by an alpha-shape-based program 
VOLBL (Edelsbrunner  et al., 1995; Liang et al., 1998a). Atoms 
showing a difference in area are designated as “in contact” with 
ligand. Pockets  and  voids  are then computed for the ligand- 
removed protein, and those containing any atoms “in contact” with 
the ligand are selected and defined as  (part of) the ligand binding 
pocket. The initial stage of the computational procedure involves 
three steps: (a) the atomic radius for each atom of the PDB file is 
assigned using the utility program PDB2ALF; (b) the program 
DELCX is used to compute the three-dimensional weighted De- 
launay triangulation, which takes into account the nonuniform na- 
ture of the atom radii; (c) the alpha shape or dual complex is 
computed using the program MKALF. The outputs of these three 
programs may then be utilized in three additional programs: ( I )  
For measurements of pockets and cavities, CAST accesses infor- 
mation computed by MKALF and computes the volume and area 
of pockets/cavities, as well as mouth area and circumference of 
pockets. Molecular visualizations of pockets and cavities are gen- 
erated using RASMOL (Sayle & Milner-White, 1995) with pocket 
atoms specified by CAST. (2) VOLBL can be  used to compute the 
area and volume of each atom and of the whole molecule, and to 
identify and measure inaccessible cavities in  the molecule. (3) 
ALVIS  may be used for visualization of cavity/pockets in the form 
of Delaunay tetrahedra (e.g.,  Fig. 3B).  The outputs of all compu- 
tations give two sets of parameters, one based on molecular surface 
(MS) (Connolly, 1983) and one based on solvent accessible sur- 
face (Lee & Richards, 1971). Only MS measurements are reported 
in this paper. For the protein acetylcholinesterase (lack,  53 1 res- 
idues, 4,099 protein atoms), on  an SGI indigo 2  (195 MHz RlOOOO 
processor with 128 Mb memory), run times for PDB2ALF. DELCX, 
MKALF,  and CAST are, respectively, I ,  29, 61, and 8 s (total 
about 1 min 40 s). For the 24mer of fenittin ( I  rcd), the largest 
protein we have run (33,552 atoms), CAST takes about I min 53 s, 
and the full computation takes about 14 min. The visualization step 
for this protein takes about 8 min for RASMOL to load the space 
filling atoms on the screen. All  of the above programs, except 
CAST, can be downloaded from the National Center for Super- 
computing and Applications at http://alpha.ncsa.uiuc.edu/alpha. A 
CAST web server is provided at http://sunrise.cbs.umn.edu/cast. 
Users may obtain pocket and cavity parameters for any structure in 
the Brookhaven protein data bank, or for molecular coordinates 
uploaded in the PDB file format. Results of the CAST calculations 
will  be sent to the user by e-mail, together with a RASMOL script 
for visualization. In this paper, color figures are generated by VMD 
(Humphrey et al., 1996) and rendered through Raster3D (Merritt 
& Bacon, 1997); the surface in Figure 8a is generated by SURF 
(Varshney et al., 1994) as bundled in VMD. 
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Fig. 3. Pockets, cavities, and inhibitor binding sites of staphylococcal nuclease  and  HIV-1 protease. A: The empty  Delaunay tetrahedra 
for pockets and cavities in staphylococcal nuclease. The wire frame represents the alpha shape  of the molecule,  and tetrahedra represent 
negative images of pockets and cavities. The purple-colored surfaces are pocket mouths  at  the  bulk solvent interface. Gold surfaces 
line the interior of pockets/cavities. The  orientation  is  the same as in B. B: Pockets and cavities of staphylocdccal nuclease (lsnc) 
corresponding to A. Atoms lining the concavities are spheres, with  each pocket/cavity in  a different color. The largest  pocket (green) 
binds  the ligand (red). Atoms that  rim  the mouth of  the active site pocket are darker green. C: The pockets  of  HIV-1 protease complexed 
with  an inhibitor (lhvi). Each  of  the 18 pockets  is  shown  in  a different color. The inhibitor binding site (green), shown  with  the inhibitor 
(yellow), is 1,566 A3 and  is the largest among  the complexes analyzed. Two symmetrical pockets  not  occupied by ligand, one in each 
subunit, are near the mouths of the inhibitor binding site (red, rear left) and (dark blue, front right). D: The active site pocket (green) 
in ligand-free HIV-1 protease (3hvp, dimer generated by symmetry). Two nearby  auxiliary  pockets (red and blue) are present, 
essentially the same as the  red  and  blue pockets in C. 

Results and discussion 

Pocket and cavity analysis 
Shape and size parameters of protein  pockets  and cavities are 
important for active site analysis and  structure-based  ligand  de- 
sign.  Research  toward  this  end includes analytical area  and  volume 
calculation  (Connolly,  1983;  Richmond,  1984;  Gibson & Scheraga, 
1987); cavity identification and  measurement (Rashin et al., 1986; 
Voorintholt et al., 1989; Ho & Marshall, 1990; Alard & Wodak, 
1991;  Nicholls et al.,  1993; Smart et al.,  1993;  Hubbard et al., 
1994;  Kleywegt & Jones, 1994; Williams et al., 1994); pocket or 
cleft  computation (Kuntz et al., 1982;  Delaney, 1992; Levitt & 

Banaszak, 1992; Laskowski, 1995; Peters et al., 1996); and  mo- 
lecular shape representation (Lin et al., 1994). Although  useful, 
their application to pocket calculations is  limited  by lack of fully 
automatic computations, lack of analytical measurements of area 
and  volume  with real physical  meaning, and/or use of arbitrarily 
adjusted  parameters. 

Recent  developments  in the field of computational geometry 
provide  the  means of overcoming  these  limitations. The methods 
are based on fast and precise algorithms for weighted  Delaunay 
triangulation and alpha shape (Edelsbrunner & Mucke, 1994; 
Facello, 1995; Edelsbrunner & Shah, 1996). Atoms are treated  as 
discrete objects and  numerical approximations involving, for ex- 
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ample, grids or dots are not employed (Edelsbrunner, 1995). The 
alpha-shape theory is used for analytical computation of protein 
volume and area, and for cavity identification and measurement 
(Edelsbrunner et  al., 1995, Liang et al., 1998a, 1998b). It is also 
applied to binding site identification (Peters et al., 1996), molec- 
ular mesh generation (Akkiraju & Edelsbrunner, 1996), and elec- 
trostatics  calculations based on  boundary  elements  (Liang & 
Subramaniam, 1997). Other computational geometry methods ap- 
plied to biological questions include unweighted Delaunay tetra- 
hedra for analysis of protein structures (Singh et  al., 1996) and for 
recognition of protein folds  in sequence threading (Munson & 
Singh, 1997). A recent advance in characterization of protein pock- 
ets is the discrete flow method used in conjunction with alpha- 
shape theory (Edelsbrunner et al., 1996); it has been applied to 
estimation of hydration changes due to osmotic stress of antithrom- 
bin (Liang & McGee, 1998), identification of potential binding 
sites for calcium ions in the Gla domain of prothrombin (McGee 
et al., 1998), and identification of the D-site binding pocket thought 
to contain the proton acceptor of tyrosine radical in photosystem I1 
(Kim et al., 1997). 

An extension of discrete flow methods to measurement of pocket 
and pocket mouth size is implemented in the program CAST, 
which computes volume, surface area, and protein atoms lining the 
concavity of pockets and cavities, along with rim atoms, area, and 
circumference of pocket mouths. CAST operations are completely 
automatic, and calculated quantities have real physical meaning. 
New features computed by CAST, and not by other programs, are 
mouth parameters. Pocket mouths are analytically quantified in 
terms of the number of mouths, the area of the mouth opening(s), 
the identification of “rim” atoms, and the circumference of the 
mouth(s). Mouth parameters may be useful in analyses of molec- 
ular recognition and binding. Even though mouth openings are no 
doubt flexible, quantification of binding pocket mouth number and 
size in static crystal structures provide an indication of ligand 
accessibility to the pocket interior. One type of surface concavity 
not identified as a pocket by the present implementation of CAST 
is the case in which discrete flow goes to infinity (Fig. 2B). This 
occurs for shallow depressions with mouth openings wider than 
any cross section of the depression interior, analogous to a soup 
plate. We have experimented with an alternative implementation 
where discrete flows are constructed and maintained for shallow 
depressions. In the results, numerous tiny pieces of shallow de- 
pressions are identified. In general, these cluttered small defects 
distract from the main features of the pockets of interest. A math- 
ematically and algorithmically satisfactory solution for the shallow 
depressions is a research subject we are exploring further. 

Pocket and cavity statistics 

The collective properties of protein pockets and cavities for 51 
monomeric enzymes were analyzed. Number and size statistics of 
all pockets and cavities identified by CAST were determined for 
the proteins listed in Electronic Supplementary Material. Although 
CAST computes parameters for both solvent accessible surface 
(Lee & Richards, 1971) and molecular surface (MS) (Connolly, 
1983), only MS measurement are reported here. The number of 
pockets and cavities for proteins in the data set is linearly corre- 
lated with protein MS volume (Fig.  4A, filled circles). The MS 
volume of a protein is the volume enclosed by the envelope in- 
scribed by the protein molecular surface, minus the volume of the 
interior cavities. Roughly, an increase of 1,000 A’ of protein vol- 
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Fig. 4. Pockets and cavities statistics of a set of 51 monomeric enzymes. 
A: The total number of all pockets plus cavities (filled circles) of a protein 
is linearly correlated with the protein molecular surface volume (MS vol- 
ume, or Connolly volume). The numbers of pockets (open circles) and 
cavities (crosses) when plotted separately are also linearly correlated with 
the protein MS volume. B: The total MS volume of pockets plus cavities 
(filled circles) is linearly correlated with the protein MS volume. When 
plotted separately, the volume of pockets, but not cavities, is also linearly 
correlated with the protein MS volume. C: The total MS area of pockets 
plus cavities (filled circles) is linearly correlated with the protein MS area. 

ume supports about one additional pocket or cavity. When pockets 
and cavities are distinguished, the numbers for both are still lin- 
early correlated with protein volume (Fig. 4A, open circles and 
crosses). Total volume of pockets plus cavities is also correlated 
with protein volume, but when plotted separately, the volume of 
pockets, but not cavities, shows a correlation with protein volume 
(Fig. 4B). As expected from the volume correlation, total protein 
MS area is also correlated with MS area of pockets plus cavities 
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(Fig.  4C).  The MS area of the protein is the area of the envelope 
of the protein molecular surface, plus the area of the interior in- 
accessible cavities. 

In pockets, hydrogen-bond donor or acceptor groups lining the 
surface are presumably hydrogen bonded to water, which are  com- 
monly (but not always) crystallographically observable. Cavities 
of small size may contain water(s), while those of larger size may 
accommodate non-native ligands. For example, the noble gas xe- 
non diffuses into the myoglobin interior; its four crystallographi- 
cally observed xenon-binding sites were identified in the native 
form (no xenon) as cavities  and measured using the alpha shape 
method (Liang et al., 1998b). 

Pockets and cavities  with known ligands 

Of the many surface pockets and buried cavities in a typical pro- 
tein, only one, or a few, bind biological ligands. Less frequently, a 
binding site is formed by several neighboring pockets/cavities. 
The remarkable variation in known ligand binding pockets and 
cavities is illustrated in Figure 5. A binding site may be a single 
spherical cavity (endonuclease, Fig. 5A), a  deep pocket of simple 
geometry (acetylcholinesterase, Fig. 5B), a curved groove com- 
posed of several connected pockets (porin, Fig. 5C; ribonuclease, 
Fig. 5D), or a branched structure (thioredoxin reductase, Fig. 5F) 
with ligand bound in one branch and crystallographic waters bound 
in the other. NADH peroxidase binding site has four branched 
grooves within the  same pocket (Fig.  5G); two grooves bind FAD 
and NADH, while the others contain water. 

Ligand binding sites vary widely in size. Among the sites with 
bound ligand in the set of monomeric enzymes listed in Electronic 
Supplementary Material, most are on the order of 102-103 A3. An 
exception is the bacteriochlorophyll Aprotein (Fig. 5H), which has 
an unusually large binding pocket, enclosed by anti-parallel /3-sheet. 
This is the largest binding site in the set, with an MS volume of 
10,438 A3 and a surface area 4,319 A’. The ligand is  a complex of 
seven bacteriochlorophyll A molecules containing seven Mgf2  
ions. The complex has a total volume of 7,281 A3 and occupies 
70% of the binding site, while the other 30% contains water mol- 
ecules. Figure 51 shows another protein with a large binding site 
(the 9th largest in the set). Glycogen phosphorylase binds pyri- 
doxal 5”phosphate; the binding site has a volume of 1,398 A3 and 
a surface area of 1,300 A*. 

Shape complementarity, along with chemical complementarity, 
are underlying bases of molecular recognition. One way to eval- 
uate the fit of a ligand shape to a binding pocket is to compare their 
volumes. Among the ligand binding sites listed in Electronic Sup- 
plementary Material, there is  no simple correlation between size of 
binding sites and size of the protein. Larger proteins do not nec- 
essarily have larger binding sites; in fact, small and medium size 
proteins have some of the largest. This  is illustrated by Figure 6A, 
a plot of the volume of binding sites formed by a single pocket/ 
cavity against the volume of the protein (groups l a  and 2a, below). 
The  size of the ligand is also not obviously correlated to the size 
of the protein (Fig. 6B). Figure 6C gives a plot of ligand volume 
vs. binding site volume; a linear correlation exists when pocket 
volumes are relatively small. However, there is significant varia- 
tion in ligand volume when pocket size  is greater than 700 A3. 
This could arise if part of the ligand surface is in contact with the 
protein while the rest is exposed to solvent, or, if there is signifi- 
cant unoccupied volume within the binding site, possibly provid- 
ing space  for motions of protein, ligand atoms, and/or water 

molecules. Unoccupied space in the active site could be useful in 
structure-based ligand design, as discussed below. 

Is there a correlation of pocketlcavity size 
with ligand binding site? 

It has been suggested that ligand binding sites tend to involve the 
largest  pocket/cavity  on the protein  (DesJarlais  et  al.,  1988; 
Laskowski et al., 1996). Our analysis reveals the same general trend, 
but with notable  differences.  Using  the  program  SURFNET, 
Laskowski et al. (1996) found that ligand is bound in the largest cleft 
in 83% of monomeric  enzymes.  The  table in Electronic  Supple- 
mentary Material lists 5 1 of the 67 monomeric enzymes of the single- 
chain enzymes studied by Laskowski  et al.; 14 of the  omitted 
structures have binding sites with discrete flow to infinity, and two 
are not in current versions of PDB. For the majority of enzymes in 
our set, the binding site is the largest CAST-identified pocket/cavity 
in the molecule; for example, for enzymes with one binding site, 74% 
have ligand bound to the largest pocket/cavity (Table 1). 

The set of monomeric enzymes may be divided into group 1 (45 
examples), with one crystallographic ligand binding site,  and 
group 2 (6 examples) with two ligand binding sites. Each group is 
further subdivided according to the number of pockets/cavities per 
binding site. Group la  (39 examples) and  group l b  (6 examples) 
have binding sites composed of a single pocket and several neigh- 
boring pockets, respectively. Examples of group la  are an endo- 
nuclease (Fig.  5A), acetylcholinesterase (Fig. 5B), and thioredoxin 
reductase (Fig. 5F). Examples of group l b  are porin (Fig. 5C) and 
ribonuclease (Fig. 5D). An example of group 2 is anthranilate 
isomerase with two binding sites, each containing a phosphate ion 
(Fig.  5E). 

For proteins with a single binding site composed of a single 
pocket/cavity (group la), 29 binding sites (74%) are the largest 
pocket/cavity (Table 1 ) .  An example of a group la  protein in 
which the binding site is not the largest pocket is acetylcholin- 
esterase, shown in Figure 5B bound to endrophonium (red) in 
its second largest pocket (blue), not the largest (green). For pro- 
teins with a single binding site composed of multiple pockets 
(group lb), six binding sites (85%) include either the largest, or the 
second largest, pocket (Table l), and often additional smaller ones. 
An example of the latter is the integral membrane protein, porin; 
the ligand binding site is a curved groove formed by three 
different pockets: the 2nd, 3rd, and 9th largest (Fig. 5C). For the 
six group 2 proteins (Table l), 12 sites are subdivided into those 
formed by a single pocket/cavity  (group 2a), and those involving 
multiple pockets/cavities  (group 2b).  Anthranilate  isomerase 
(group 2a) is a bifunctional enzyme whose two nonoverlapping 
active sites are the largest and second largest pockets (Fig. 5E). 
Similarly, for penicillopepsin (Ippl, group 2a, structure not shown), 
the largest pocket contains one ligand, and its second largest pocket 
contains a different ligand. Group 2b binding sites are usually 
formed by several neighboring small pockets, none the largest 
(Table 1). 

Although the trends are similar, there are significant differences 
between our findings and those of Laskowski et  al. Among the 
proteins for which ligand binds to the largest cleft in our calcula- 
tions, five are listed by Laskowski et al. as having ligand not bound 
to the largest cleft (lphp,  lrnh,  lonc,  ladd,  lcil). On the other 
hand, three proteins are listed by Laskowski et al. as binding in the 
largest, but which in our calculations bind to a smaller pocket. For 
example, in acetylcholinesterase (Fig. 5B) and mandelate rac- 
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I .  

Fig. 5. Examples of protein  binding  sites. A: Endonuclease  (2abk) has a simple spherical  binding  cavity (blue) for an iron/sulfur cluster  (red). B: Acetyl- 
cholinesterase (lack) binds  to  endrophonium  (red)  in its second  largest  pocket  (blue),  not  the  largest  (green). C: Porin  (2por)  binds to N-octyltetraoxyethylene 
(red) in a  curved  groove  formed by three pockets  (yellow,  green, and blue). D Ribonuclease (lmb) has  a  binding site for cytidilic acid (red) formed  by two 
pockets (blue and  yellow). E.Anthranilate isomerase (Ipii) binds two phosphates  (red),  each at a separate site (blue  and  green).  Each  binding  pocket has 
unoccupied  space. F Thioredoxin  reductase (Itde) has a  binding  pocket  with  two  branches. FAD (red) binds to one branck the  other  branch is ligand-free 
but  has  several  water  molecules (waters not  shown). G NADH peroxidase  (2npx) has a  large  pocket  (yellow  and  green)  with four branches. NADH and FAD 
(red) occupy two branches; the other  two  branches  vary in size and  contain  water  molecules.  The two large  mouth  openings (rim atoms in green),  roughly 
in the  shape of a  butterfly,  reveal the strong  symmetry  of the binding  pocket. H The binding  pocket  (yellow) of bacteriochlorophyll  A  protein  (3bcl) is 
extraordinarily  large  (10,438 AS in volume). Anti-parallel p-strands wrap  the  pocket  containing  the  ligand,  a  complex  of  seven  chlorophyll  molecules and 
seven Mg+* ions (red). I: The binding site (blue) of glycogen  phosphorylase (Igpb) is a large inaccessible cavity that binds  pyridoxal  5’-phosphate  (red). 
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Fig. 6. The  size of the protein binding sites and their ligands. Statistics are 
for  binding  sites  formed by a  single pocket or cavity (group l a  and 
group 2a proteins). Binding sites formed by the largest pocket/cavity (cir- 
cles) or by the second largest pocket/cavity (divided squares) are distin- 
guished; all others  are indicated by solid triangles. A: A plot of binding site 
volume vs. protein volume. No simple correlation exists between the size 
of binding sites and the size of the protein. Larger proteins do not neces- 
sarily have larger binding sites. B: A plot of ligand volume vs. protein 
volume. The size of the ligand is not correlated to the  size of the protein 
molecule. C: A plot of ligand volume vs. binding site volume; a linear 
correlation exists when pocket volumes are relatively small. Significant 
scattering is seen when pocket size is greater than 700 A'. 

emase ( 1  mns), ligand binds to the second largest pocket. Our re- 
sults for glycogen phosphorylase are very different from Laskowski 
et al. The phosphorylase ligand binding cleft is the largest in their 
data  set, and composed of an interconnected set of deep grooves on 
the protein exterior and spanning much of its surface. Although 
cleft volume in Laskowski et al. is described as having "no abso- 

Table 1. Size ranking of pocketslcavities forming 
ligand binding sites 

Size rank" Number of sites 

Group laa  1 29 
n 

Group  lb" 1 
2 
5 

Group  2ab 1 

L 4 

4 2 
5 2 

17 1 
20 1 

L 

Group  2bb 2 
6 

23 
24 

'Sizes are ranked with 1 as the largest. 
bGroup l a  sites are composed of a single pocket/cavity and on proteins 

with a single ligand binding site. Group l b  sites composed of multiple 
pockets/cavities and  on proteins with a single ligand binding site. Group 2a 
sites are composed of a single pocket/cavity and  on proteins with two 
ligand binding sites. Group 2b sites are composed of multiple pockets/ 
cavities and on proteins with two ligand binding sites. 

lute meaning," the size they compute for glycogen phosphorylase 
is 20,840 A3. We find that the binding site of glycogen phosphor- 
ylase is a completely buried, interior cavity (Fig. X ) ,  with a vol- 
ume of 1,398 A3 and a surface area of 1,300 A'. In the CAST 
calculation, even the huge binding site of bacteriochlorophyll A 
(Fig. 5H) is only 10,438 A'. 

Pocket mouth statistics 

The pocket analysis obtained with CAST permits for the first time 
a quantification of pocket mouth parameters. The number of mouths 
per pocket and mouth rim atoms are identified rigorously; mouth 
opening area as well as circumference are computed analytically. 
Pocket mouth atoms are color coded in Figures 3B and 5G. 

Of 46 binding  sites  formed by a single  pocket or cavity 
(groups la  and 2a, Table I ) ,  only five are cavities (Fig. 7A). The 
majority of binding sites are pockets with one or two mouths. For 
binding sites with more than two mouths, most have larger vol- 
umes, >1,800 A3 (Fig. 7B). Larger ligands tend to be associated 
with pockets of multiple mouths (Fig.  7C). However, the number 
of mouths of a binding site are not correlated with the volume of 
the protein (data not shown). Binding sites of very large proteins 
may be cavities or have few mouths (e.g., glycogen phosphorylase, 
Fig. X ) ,  whereas binding sites of moderate sized proteins may 
have many mouth openings (e.g., thioredoxin reductase, Fig. 5F. 
with 6 mouths). Examination of the absolute size of the mouth 
openings in terms of area, rather than number of mouths, leads to 
similar conclusions: large pockets tend to have large mouth open- 
ing area, and the total area of the molecule is not a good indicator 
for the total mouth opening area of its binding site(s). 

The mouth openings of ligand binding pockets are fairly regular, 
and the area of the mouth is well correlated with the circumference 
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Fig. 7. The  mouth  openings  of  protein  binding  sites.  Statistics  are  for  binding  sites  formed by a single  pocket or cavity  (group la and 
group 2a proteins). A: The  distribution of binding  sites  according  to  the  number  of  mouth  openings.  Cavities  have zero mouths.  Binding 
sites  formed by the  largest  pocket/cavity  are  in  black,  those  formed by the  second  largest  pocket/cavity  are  hatched,  and  the  rest of 
the  binding  sites  are in gray.  Most  binding  sites  have  one  to  two  mouths. B: The volume  of  bindin  sites  plotted  against the number 
of mouths.  Binding  sites with more  than  two  mouths  tend  to  have  larger  pocket  volumes (>1,800 x3). Bacteriochlorophyll A (3bcl) 
is  not  included  because its large  size  puts it off  scale. In B-D, binding  sites  formed by the largest  pocket/cavity  (circles) or by the 
second  largest  pocket/cavity  (divided  squares)  are  distinguished;  all  others  are  indicated by solid  triangles. C: Ligand  volume  plotted 
against  the  number  of  mouths  of  the  binding  site.  Larger  ligands  tend  to  be  associated  with  pockets with multiple  mouths.  Bacterio- 
chlorophyll A (3bcl) is not  included. D: Mouth  perimeter  plotted  against  mouth  area  of  binding  sites. 

of the rims (Fig.  7D).  This indicates that mouth openings have 
similar “jaggedness”; that is, a fixed mouth opening area is  ex- 
pected to be associated with a fixed rim boundary length. The 
correlation of mouth circumference with the area of the pocket, on 
the other hand, is rather poor (data not shown). 

Comparison of CAST to  other methods for characterizing 
protein pockets 

Several popular methods for locating pockets are based on cavity- 
identification algorithms employing variable sized probes, such as 
the Connolly (1 993) programs and VOID00 in the “ 0 ’  package 
(Kleywegt & Jones, 1994). The optimal probe radius for locating 
each pocket depends on local geometry, and the choice of probe 
size is empirical and to a large extent, arbitrary. In CAST there 
is no adjustment of probe radius, and no spheres of varying size 
are generated to fill or mold the pocket. In the computational 
geometry methods employed by CAST, once solvent probe ra- 
dius is specified, pockets are identified and quantified without 
iteration. 

In addition to use of adjustable probe size, computational meth- 
ods  for locating and measuring pockets often involve discretization 
steps. Discretization methods are numerical methods relying on 
analysis of grid points or uniformly spaced dots for identification 
and quantification of volume and area. For example, several meth- 
ods place dots on the surface of atoms at a distance equal to the van 
der Waals plus probe radii, and surface components are then de- 
rived from the collection of these dots (Shrake & Rupley, 1973; 
Rashin et  al., 1986). Alternatively, a volume box containing the 
protein is divided into cubic grids, and the collection of the grid 
points that lie outside any atom is processed for identification and 
quantification of cavities and pockets (Voorintholt et al., 1989; Ho 
& Marshall, 1990; Delaney, 1992; Kleywegt & Jones, 1994). In 
general, the quality of such measurement of pocket volume and 
area depends on the level of spacing, because a count of the num- 
ber of dots/grids is the basis of the measurement. It is also influ- 
enced by the orientation of the molecule, which is mapped onto 
discrete grid points. Cavities or pockets of the same or slightly 
larger size than the grid are often not identified. Very fine grids 
(0.1 A), often computationally burdensome, are necessary if pock- 



Anatomy of protein  pockets and cavities 1893 

ets and cavities are not to be missed. In CAST, analytical formulas 
are used throughout for calculating area and volume of pockets as 
well as cavities. No dots or grids  are placed to approximate mo- 
lecular shape. It should be noted that one widely used method for 
cavity identification (Connolly, 1983) is analytical in nature, and  a 
number of investigators use the Connolly cavity program, along 
with an adjustable probe size approach, to locate  and measure 
pockets. 

A fundamental issue in pocket computation is defining where 
the pocket begins and the outside solvent space ends.  This is re- 
lated to the “can-of-worms problem of molecular speleologists,” 
described by Kleywegt and Jones (1994). Briefly, for grid-based 
methods, the pocket-bounding cubic box often contains part of the 
outside bulk solvent space, because the pocket mouth opening is 
rarely the planar bounding face  of the box. This may happen with 
either inflated atomic radii or the van der Waals atomic radii. This 
problem is often dealt with by repeated computation on multiple 
copies of the molecule in different orientations, where computed 
volume may differ by 20%. For example, a recommended recipe 
for the VOID00 program in the “ 0 ’  package is 10 different com- 
putations on randomly rotated copies of the molecule (Kleywegt & 
Jones, 1994). Random errors may average out, and a standard 
deviation of the computed pocket/cavity volume can provide es- 
timation of the precision of the calculation. In CAST, the extent of 
the pocket is rigorously defined by the mouth triangles, a unique 
subset of the unique Delaunay triangles determined only by the 
relative positions of atoms, the probe radius, and the atom radii. 
The boundary of pocket and bulk solvent is objectively defined in 
CAST, and  there  is  no can of worms. 

Peters et  al. (1996) use alpha shape for automatic identification 
of pockets in the program APROPOS, built on the Delaunay tri- 
angulation program DELCX (REGTRI) and the alpha shape pro- 
gram  MKALF. This method is equivalent to computing  the 
difference between two alpha shapes, each with a different a value 
(one shape with cy = 20.0 A, and another with cy between 3.5 and 
4.5 A). Shapes with different a values are analogous to dual com- 
plexes obtained with different sized solvent probes. CAST does 
not involve more than one alpha value. This difference in meth- 
odology leads to a number of differences in results. First, CAST 
identifies all atoms for each computed pocket, as well as all rim 
atoms lining the mouth openings. APROPOS usually cannot de- 
termine all atoms of a pocket: it identifies the deeper region, in 
some  cases about half  of the atoms of a pocket. Second, CAST 
computes the volume and area of pockets and their mouths, pa- 
rameters not computed in APROPOS. 

FKBP and other proteins analyzed by Peters et al. (1996) offer 
a convenient frame of reference for comparison of CAST and 
APROPOS calculations. In CAST calculations, FKBP has four 
pockets and two cavities. The largest is the FK506 binding site, 
lined by 38 atoms; the second largest, near the active site, is lined 
by 14 atoms (Fig. 8D, and see below). APROPOS locates the 
FK.506 binding site with 18 atoms; the auxiliary pocket near the 
binding site  (blue in Fig. 8D) is not identified. In a  group of 16 
small proteins, mainly ferredoxins and cytochromes (5cyt; Icth; 
2cdv; 2cy3; 3fxc; lfxd;  lfxa), binding sites for seven proteins are 
not identified by APROPOS, but are by CAST. Among the nine 
small proteins where APROPOS succeeds, binding sites of eight 
are also computed by CAST; the exception is glutaredoxin (laba), 
whose binding site flows to infinity. Peters et al. also report that 
APROPOS does not detect pockets in small proteins, some  of 
which function as inhibitors of other proteins and so do not have 

obvious concave binding pockets/cavities. CAST consistently iden- 
tifies pockets in these proteins (BPTI, 6pti, and uteroglobin, lutg); 
often, the pockets contain crystallographic waters. For larger in- 
hibitors, APROPOS does not detect any of the binding sites of 
smaller ligands. For example, the sulfate binding site of basic 
fibroblast growth factor  (4fgf) was not detected by APROPOS. 
However, CAST locates and measures this site, and many pockets 
in the other two large inhibitors (Itie and Ihle) mentioned by 
Peters et al. as having no binding sites. Lectin (Ilte) has binding 
sites calculated by CAST, but not by APROPOS; these include a 
small, flat pocket in lectin that binds lactose, Cai2 and Mn+2. The 
head of another sugar molecule, the N-linked carbohydrate anchors 
vertically to a small pocket in lectin; this is also computed by 
CAST. Peters et al. (1996) suggest a generalization that binding 
sites become slightly more open as  a result of ligand attachment. 
This is not the case for the elastase complex (lela), for which the 
CAST-identified ligand pocket is somewhat more constricted than 
in ligand-free elastase (3est) (see Fig. 8A-C). 

CAST identifies  ancillary pockets for recruitment 
into ligand design 

The recruitment of unoccupied pockets near the active site has 
been proposed for development of structure-based ligand design 
methods. In this context, “unoccupied” usually means “not occu- 
pied by substrate analog atoms.” Based on studies of elastase- 
inhibitor complexes, Ringe, Petsko, and colleagues (Mattos et al., 
1994; Mattos & Ringe, 1996) suggested that pockets near the 
active site, but having no interactions with substrate, may provide 
additional contact surface for designed ligands. Similarly, SAR by 
NMR (Shuker et  al., 1996) identifies sites near the active site for 
linked-fragment ligand design. We expect that the use of CAST  for 
automatic identification and measurement of proximal, unoccupied 
pockets will aid recruitment strategies. To explore this application 
of CAST, we examined pockets and binding sites in complexes of 
elastase-ligand, FKBP-ligand, and HIV-1 protease-inhibitor. In 
each case, there are clear indications of the potential of CAST for 
locating and characterizing neighboring pockets/cavities for active 
site ligand design. 

Elaslase 

In ligand-free elastase, CAST-identified pockets in or near the 
active site are the large pocket (blue, Fig. 8A) and an ancillary 
pocket (green). Visualization of the pockets in Figure 8A, showing 
the molecular surface of the heavy atoms lining the pocket, is not 
the same as other pocket representations in this paper. It is included 
for comparison to the other figures, in which united atoms lining 
the pocket/cavity are color coded spheres. The observation of two 
different ligand binding modes in elastase-inhibitor complexes, 
shown in Figures 8B and 8C, was the basis for the suggestion of 
proximal pocket recruitment (Mattos  et al., 1994, 1995; Mattos & 
Ringe, 1996). In the elastase-ligand complexes, the blue pocket in 
free elastase becomes two pockets, blue and yellow in Figures 8B 
and 8C. In a substrate-like mode, inhibitor binds to the blue and 
yellow pockets, leaving the green one unoccupied (Fig. 8B). In the 
other mode, the smaller green pocket is recruited; inhibitor binds 
the yellow and green pockets, leaving the blue one unoccupied 
(Fig. 8C). The ability of CAST to identify in free elastase the 
major blue binding pocket, and the nearby green pocket suggests 
its use in a priori identification of unoccupied pockets in and near 
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Fig. 8. Pockets  in  and  near  the active site of  elastase  and FKPB. Ligands  are red. A: Ligand-free  porcine  pancreatic  elastase (3est). 
The  largest  pocket  (blue, 715 A3) contains the S1 and S4 subsites.  A  smaller  pocket  (green, 84 A3) is in the  immediate  vicinity of 
the active  site. In this figure, the  molecular surface (Connolly, 1983) of the pockets  atoms is generated  and  displayed by SURF in the 
VMD package  (see  Methods). In other color figures, pocket/cavity atoms are shown as spheres  representing  ‘united‘  heavy  atoms. 
B: Elastase complexed  with  TFA-Lys-Pro-IS0 (lela). The ligand  binds in a  mode  similar  to  substrate. The large  active site pocket in 
ligand-free elastase closes  somewhat  to give two pockets;  one  binds TPA (yellow, 64 A3) and  roughly  corresponds  to site S1,  while 
the other binds IS0 (blue, 218 A3) and is roughly site S4. Lys  and Pro residues in the  ligand  have extensive exposed  area.  The  green 
pocket  similar  to  the  one  identified by CAST  in  the ligand-free structure is also observed. C: Elastase  complexed  with FA-Lys-Phe- 
IS0 (lelc) binds in a different mode. The Phe ring fills the  CAST  pocket  corresponding  approximately to the SI subsite  (yellow,  57 
A3). The IS0 group  binds  to  the  green  pocket (88 A3). The  blue  pocket is not  computed by CAST  because it flows to  infinity; blue 
atoms are identified on the  basis  that  they are pocket atoms in B (lela). D: The two largest  pockets  of  the  protein FKBP in  the  complex 
FKBP-FK506 (lfkf). The  largest  pocket  (yellow,  green,  white) is the  binding  pocket for FK506 (red). The second largest pocket  (blue) 
is in  close  proximity.  Atoms  shown  by NMR experiments  (Shuker et al., 1996)  to be in  residues  making  strong NOES with  the first 
compound,  the  second  compound,  and  both  compounds are green,  dark  blue,  and  white,  respectively  (see  text). 

the active site to provide extra interaction surface for designed or in the active site are identified, then covalently linked to form 
ligands. a strongly binding inhibitor. Success  has been reported for FK506 

binding protein (FKBP) (Shuker et al., 1996). To examine whether 
FKSO6 binding protein CAST may be useful in a priori identification of suitable target 
In S A R  by NMR (structural activity relationship by NMR), two proteins for a Linked-fragment strategy, we analyzed the crystal 

compounds that bind weakly to each of two different sites near structure of FKBP. The coordinates are available only for a com- 
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plex of FKBP with a different ligand, the immunosuppressant FKS06 
(Van Duyne  et al., 1993). In the ligand-removed FKBP, there are 
two CAST-identified pockets in or near the active site  (Fig.  8D). 
One is the active site pocket (yellow, green, and white), the largest 
in the molecule (182 A'). Close by is  a pocket unoccupied by 
ligand (blue), the second largest (46 A3). The red ligand is FKS06, 
not the linked-fragment ligand. In the NMR experiment, residues 
are reported which have strong NOES with the individual free 
ligands (Shuker et al., 1996); all of these residues have atoms in 
the two CAST-identified pockets. Atoms from residues observed 
by NMR to be in closest contact only with the first weakly bound 
compound, only with the second weakly bound compound, and 
with both compounds, and are colored green, dark blue, and white, 
respectively, in Figure 8D. As with elastase, analysis of FKBP 
active-site and neighboring pockets suggests strongly that CAST 
may be useful in a priori identification of proteins with unoccupied 
pockets near the active site that are suitable for recruitment strat- 
egies, including linked-fragment approaches. 

HIV-1 protease-inhibitor complexes 

To explore the potential of CAST in identifying pockets near the 
active site for inhibitor design, 30 HIV-I protease-inhibitor com- 
plexes were examined. HIV-I protease has perhaps the largest 
number of independently determined protein-inhibitor crystal struc- 
tures (Vondrasek & Wlodawer, 1997), and design and analysis of 
its inhibitors is an area of vigorous study (Navia  et al., 1989; 
Wlodawer et al., 1989; Wlodawer & Erickson, 1993; Gustchina 
et al., 1994; Vondrasek et al., 1997).  The active site is symmet- 
rically  formed by both  subunits of the  homodimer  (green, 
Fig. 3C,D). Two pockets near the active site, red and dark blue, are 
candidates for unoccupied surface that may be incorporated into a 
ligand design strategy. In most protease-inhibitor complexes, these 
pockets are composed of atoms in residues 30, 3 1, 74, 76, and 88 
in each chain, giving symmetrical pockets in the dimer (but dif- 
ferent from the Sl-S4 subsites of Gustchina et al., 1996). We 
suggest that red and dark blue ancillary pockets might usefully be 
incorporated into protease inhibitor design. Apparently, the protein 
in this region is flexible  enough to accommodate the ancillary 
pockets as part of the active site, because, in the structure of 
protease-inhibitor complex Ihvj,  one of the symmetry-related red 
and blue pockets is incorporated into the main ligand binding 
pocket, while the other is not. 

Several additional aspects of the HIV-I protease active site are 
illuminated by CAST analysis. First, active site plasticity is cap- 
tured by the wide distribution of binding site volumes and areas 
(Fig.  9A,B).  The flexibility of the active site results in rearrange- 
ments of binding site groups in the presence of different ligands 
(Wlodawer & Erickson, 1993). The smallest binding pocket is 
8.53 A' (lbvg); the largest is 1,566 A' (Fig.  3C), close to the 
1,613 A3 in a ligand-free protease structure (Fig. 3D). Protease 
inhibitor binding sites usually have two mouths, giving a tunnel- 
like topology to the binding pocket, and the mouth opening area is 
correlated with binding site volume (Fig. 9C). Second, even though 
active site volume varies widely with ligand, non-active site pock- 
ets identified by CAST in HIV-1 protease-inhibitor complexes 
tend to remain in roughly the same location, and are apparently not 
highly sensitive to crystal lattice contacts that might affect surface 
side-chain orientation. The protease-inhibitor structures analyzed 
contain 11-20 pockets/cavities; a representative complex in Fig- 
ure 3C has 18 pockets and no cavities. Occasionally, a larger 
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Fig. 9. The flexibility of the HIV-1 active  site is illustrated by the  wide 
distribution of binding site  volumes,  area,  and  mouth  openings  observed 
for  different  protease-inhibitor  complexes. A: A histogram of the  volume 
of  the inhibitor binding site. Binding  sites  have a volume  ran  ing  from 
853 A' (9hvp)  to  1,566 A3 (Ihvi),with an average  around  1,000 , f 3 .  B: The 
binding  site  area of HIV-1 proteases  complexed with different  inhibitors 
also ranges  over a broad  distribution (540-875 A*). C: The  mouth  area of 
the  binding  sites  are  correlated with the  volume  of  the  binding  sites. Bind- 
ing sites with large  volume  tend to have  large  mouths.  The  protease- 
inhibitor  complexes  analyzed in A-C are laaq, Ibvg, lcpi, ldif, Igno, 
Ihbv, Ihih, Ihiv, lhos, Ihps, Ihpv, lhpx, Ihte, lhtf, Ihtg, lhvi, lhvj, Ihvk, 
lhvl, lhvr, Ihxb, Isbg, 4pbv.  4hvp,  7hvp,  9hvp. 2upj, Supj, 6upj. and 7upj. 

pocket in one complex is identified as several in another complex. 
Many pockets/cavities involve roughly the same atoms in all com- 
plexes and in ligand-free protease. 

In summary, our results suggest that CAST analysis of protein 
pockets and cavities will aid auxiliary pocket recruitment strat- 
egies in ligand design. Close proximity of two pockets, and their 
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nontrivial size, are the hallmarks of favorable targets. With further 
analysis of the physical-chemical properties of the pocket atoms 
(electrostatics, hydrophobicity, and H-bonding capabilities), we 
hope to incorporate prediction of optimal size, polarity, and ge- 
ometry of candidate ligands. Although we emphasize the recogni- 
tion of ancillary pockets for incorporation into designed ligand 
contact surfaces, the same principles apply to identification and 
utilization of “unoccupied” regions of the active site pocket itself. 

Electronic  supplementary  material 

A table of protein-ligand complexes used  in statistical analyses in 
Figures 4,6,  and 7 and Table 1 is provided in the electronic edition 
of Protein Science available over Internet. The table contains the 
pdb name, protein name, bound ligand, and whether the bound 
ligand is bioactive. Proteins are divided into groups 1 and 2, as 
described in the text. 
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